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What is high performance?
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https://www.devops-research.com/research.html
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What is high performance?

Deployed or released more frequently
Shorter lead times for changes
Experienced fewer failures

Recovered from errors faster

Low Medium High

performers performers performers

Business
success




Deploy or
release

Lead time

Change
failures

Restore
service

What is high performance?

More than one month

Above 15%

More than one week

and once a month

Between once a week
and once a month

Less than 15%

Less than one week

and once a week

Between once a day
and once a week

Less than 15%

Less than one day

Low Medium High Elite
performers performers performers performers
Less than once a month Between once a week Between once a day On demand

Less than a day

Less than 5%

Less than one hour

We want to be here



What is high performance?
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How can we become high performers?

00 O o ONONO,
B0k Yo
Code Test

bl o

Deploy Operate



Code Release

Test Dev 0 p S Operate
Build Monitor

DevOps is the practice of development and
operations engineers working together through the
entire lifecycle of a service



How can we become high performers?

. Version control Trunk-based Continuous Deployment Continuous Continuous Architecture
Technical development integration automation testing delivery
Empowering Test data Shift left on Database change Cloud Code
teams management security management infrastructure maintainability
PrOCGSS Team Streamlined Customer VlsiLb;Ir:tg\?;‘h\:v:rk Working in small
experimentation change approval feedback batches
stream
Monitoring for Proactive failure Work in process Visual Monitoring and
Measurement bushln.ess notification limits management observability E
decisions
[ ]
Westrum Transformational
Cultu ral Job satisfaction organizational Learning culture .
leadership
culture u
A https://www.devops-research.com/research.html
. A
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How can we scale?

Time spent by
one developer

11



504

effort on value

How can we scale?

504

effort on process

Time spent by
one developer
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How can we scale?
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DODDDDDDDDD
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504

effort on process
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504

effort on va

lue

100 developers




How can we scale?
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How can we scale?
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How can we scale?

48.64+

effort on process

¥ 1.36%

96 x 46.5% + 4 x 100%
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How can we scale?
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How can we scale?
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How can we scale?

54.454

effort on value

1 4.45%

45.55,

effort on process

every developer
more productive ' 4.45%

S0
X
SK

1000 developers

000000000
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Platform teams can help us scale DevOps practices to

the entire organization
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000000000
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Use a software development platform

21



We start with the developer journey

Application
Data
Develop

Build

Product teams
manage

Deploy
Run
Monitor
Secure

Infrastructure

22



We build the platform as a product

Product teams
manage

£
=
(=]
Y
=
L
[« 8
©
c
=
(]
o
=

Application

Data

Develop

Build

Deploy

We manage
Run

Monitor

Secure

Cloud

23



We focus on the common ground

Application
Product teams

manage

Data

Develop Developer tools

Build

Continuous integration

Deploy Continuous delivery Golden

Path

Run Compute runtime

Common Platform

Monitor

Secure > Secure by default

Cloud

Observability

24



Opt-outs with to escape hatches

Application
You manage

Data

Developer tools

Develop

Build

Continuous integration

Q

Continuous delivery

Deploy

Q

Run Compute runtime

Q

Common Platform

Monitor Observability

Secure > Secure by default

Cloud

o)

25



Developer experience, glue, interfaces

Developers

Developer tools

Develop

Q

Build

Continuous integration

Q

Continuous delivery

Deploy

DX

Q

Run Compute runtime

Glue
Interfaces

Common Platform

Q

Observab

=

Monitor lity

O

Secure > Secure by default

(-

Q
9)
c
a
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Designed to evolve with transparent migrations

Application
You manage
Data

Develop

Build

Deploy New capability

Run Capability

£
o
(=]
=
k=
i
o
=
o
£
£
[«
o

Monitor 0ld capability

Secure

Cloud



Elite
DevSecOps

Know your metrics

Successful
Deployments

Developer
Experience

Adoption

28



Our journey at Adevinta

29



From Schibsted to Adevinta

180 years of transformation

1839

Christian

Michael Schibsted founded
Schibsted Forlag;
publishing company

SCHIBSTED
(&4 MEDIAGROUP

T

1860

Aftenposten
founded

Hftenpofien

Establishing roots in publishing & media

A

I

1992

Schibsted listed

on the Oslo Stock

Exchange

T

2000

First foray into

online classifieds

2006

Quickly expanded presence
in online classifieds through
acquisitions and

JV launches

leboncoin

WILLHABEN

T
<3 segundamano

b

2007-12

Schibsted continues
its expansion

O subito
DoneDeal
Jofogas
@ kufar

Hasznaltauto e hu

2008

Schibsted Classified Media
established as a separate
business unit, with Rolv Erik
Ryssdal as the first CEO.

T

2014-18

OLX Brasil

raver]dre
alouer

habitaclia

milanuncios}

Schibsted expands into online classifieds

Schibsted acquires

2019

Adevinta

Adevinta is born: The group
spins off from Schibsted
and IPOs on the Oslo Stock
Exchange

Acquisition of
Groupe Argus locasun
l % PAYCAR

2021

classifieds |
- group g

Adevinta acquires eCG,
expanding its presence
to 16 countries globally

T

2020

OLX Brasil acquires

Global leader in digital marketplaces

30



I+) Canada I B France I} Ireland 1 B Belgium = Netherlands = == Germany == Hungary
dafti ememain 2) Marktplaats ebay == AUTONAVIGATOR.HU
kijiji & daftic dehands —
locasun Hasznaltauto e hu
Truckscorner DoneDeal
Agriaffaires ) Gumtree
p— :
VIDE-DRESSING » & ‘ — Austria
S
Groupe Argus ," (wiiinasen )
s ' G=D
7 ' X
3 Z= Spain 0D ltaly
: [milanuncios) O subito
I-B Mexico
coches.net Infojobs i
Australia
o molos.net [automobile.it
gviva fotocasa () Gumtree
InfoJobs o
J guide
Autotrader ;)
Brazil
¥= South Africa
OLX Brasil
(> Gumtree
InfoJobs

' 4

Adevinta's local marketplaces

37 brands across 16 countries



0 GitHub

& GitLab

=GO Golang

e
@ Node.js

NEXT. Next.js
&’ Marko

(¢ Flutter

A

I

Jenkins

Artifactory
/' Firebase

e SONarQube

& Docker

o Gerrit

Js JS

v Vue.js

) Spinnaker
Spinnaker

E;P CloudFormation
.E’ Terraform
CDK

@ ArgoCD

>go GoCD

v Vault

“=4 Rancher

uﬁn Helm
Kustomize

4[.‘ Kubeflow

Kubernetes

BO

EC2

Mesos

AVAVA
AVAVAYA
VAVAVAY

VAVAY

Nomad
Cloudfront
Akamai
Istio

Kiali

Nginx

s@8H "B

KrakenD

§

@

Zuul

HAProxy

Tomcat

§€ Kafka

PostgreSQL
) SQL Server
m» Elastic
-
eRedis
x Airflow

s Spark
<2# Cassandra
mu=i*MySQL
' MongoDB
. Memcached
d==5 Benthos
[k Zookeeper
@ GraphQL
c? "
€3 ActiveMQ
-

e PubSub

Adevinta's technologies

9 Prometheus

) Grafana

‘ Kibana

Datadog

DATADOG

aWs aAwsS
£ Gep
A Azure

E OpenStack

e VMWare

&> Salesforce



& Common Platform

We built an internal platform to enable engineers

develop and operate applications faster.

39



Develop Run

Build Monitor

Secure

Deploy Accelerate

Provides capabilities for the entire
lifecycle of an application

34



Continuous
integration

Travis CI
Off-the-shelf
continuous integration

Artifactory

Artifact store

Quality Gate
Continuous control of
the quality of the
source code

Deploy

Continuous
delivery

Spinnaker
Continuous delivery
pipeline

FIAAS
Opinionated
abstraction layer for
Kubernetes

Cloudformation
Deploy infrastructure as
code

Run

Managed
Kubernetes

SCHIP
Production ready
managed Kubernetes
with integrations

Rudder

Orchestration of
applications across
Kubernetes clusters

GSN

Network automation

Developer journey

Monitor

Operational
metrics and logs

Grafana Cloud

Metrics, dashboards,

alerts and monitoring
as code

Grafana Loki
Log aggregation

Alert Gateway
Incident management
and response

Accelerate

Insights and tools
for elite delivery

Ledger
DevOps metrics and
cost tracking

Platform Hub
Setup tools and
applications
management portal




Golden Path

Trial Adopt

Assess

Develop

Source control and
tools

Code templates
Scaffolding for
microservices

Skynet

ChatOps and automation

Plugins

Build libraries

Yack

Documentation

Code templates
Market-specific
scaffolding

Build

Continuous integration

Travis CI
Continuous integration

Artifactory

Artifact store

Quality Gate
Code quality checks

Jenkins
Continuous integration

SonarQube
Code quality checks

GitHub Actions

Continuous integration

Deploy

Continuous delivery

Spinnaker
Continuous delivery
pipeline

FIAAS
Kubernetes abstraction
layer

Rudder

Multi-cluster
orchestration and API

Cloudformation
Deploy Infrastructure as
code

Jenkins
Continuous delivery

GitHub Actions

Continuous delivery

Argo CD

Continuous delivery

Terraform
Deploy infrastructure as
code

Run

Cloud compute

SCHIP

Multi-cluster managed
Kubernetes

GSN

Network connectivity

EC2

AWS compute instances

EKS
AWS Kubernetes

EKS
Multi-cluster EKS

Developer journey

Monitor

Observability

Grafana Cloud
Prometheus and Grafana
SaaS

Grafana Loki
Log aggregation SaaS

Alert Gateway
Incident management and
response

E(L/F)K
Custom logging

Accelerate

Elite DevOps delivery

Ledger

Engineering insights

Platform portal
Customized developer
experience

Secure

Security

Vulcan
Vulnerability monitoring

36



Designed to evolve

Golden Path

Trial Adopt

Assess

Develop

Source control and
tools

Code templates
Scaffolding for
microservices

Skynet

ChatOps and automation

Plugins

Build libraries

Yack

Documentation

Code templates
Market-specific
scaffolding

Build

Continuous integration

Travis CI
Continuous integration

Artifactory

Artifact store

Quality Gate
Code quality checks

Jenkins
Continuous integration

SonarQube
Code quality checks

GitHub Actions

Continuous integration

Deploy

Continuous delivery

Spinnaker

Continuous delivery
pipeline

FIAAS
Kubernetes abstraction
layer

Rudder

Multi-cluster
orchestration and API

Cloudformation
Deploy Infrastructure as
code

Jenkins
Continuous delivery

GitHub Actions

Continuous delivery

Argo CD

Continuous delivery

Terraform
Deploy infrastructure as
code

Run

Cloud compute

SCHIP

Multi-cluster managed
Kubernetes

GSN

Network connectivity

EC2

AWS compute instances

EKS
AWS Kubernetes

EKS
Multi-cluster EKS

Monitor

Observability

Grafana Cloud
Prometheus and Grafana
SaaS

Grafana Loki
Log aggregation SaaS

Alert Gateway
Incident management and
response

E(L/F)K
Custom logging

Accelerate

Elite DevOps delivery

Ledger

Engineering insights

Platform portal
Customized developer
experience

Secure

Security

Vulcan
Vulnerability monitoring
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Thinnest viable platform

Golden Path

Trial Adopt

Assess

Develop

Source control and
tools

Code templates
Scaffolding for
microservices

Skynet

ChatOps and automation

Plugins

Build libraries

Yack

Documentation

Code templates
Market-specific
scaffolding

Build

Continuous integration

Travis CI
Continuous integration

Artifactory

Artifact store

Quality Gate

Code quality checks

Jenkins
Continuous integration

SonarQube

Code quality checks

GitHub Actions

Continuous integration

Deploy

Continuous delivery

Spinnaker
Continuous delivery
pipeline

FIAAS
Kubernetes abstraction
layer

Rudder

Multi-cluster
orchestration and API

Cloudformation
Deploy Infrastructure as
code

Jenkins
Continuous delivery

GitHub Actions

Continuous delivery

Argo CD

Continuous delivery

Terraform
Deploy infrastructure as
code

Run

Cloud compute

SCHIP

Multi-cluster managed
Kubernetes

GSN

Network connectivity

EC2

AWS compute instances

EKS
AWS Kubernetes

EKS
Multi-cluster EKS

Monitor

Observability

Grafana Cloud
Prometheus and Grafana
SaaS

Grafana Loki
Log aggregation SaaS

Alert Gateway
Incident management and
response

E(L/F)K

Custom logging

Accelerate

Elite DevOps delivery

Ledger

Engineering insights

Platform portal
Customized developer
experience

Secure

Security

Vulcan
Vulnerability monitoring
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Using escape hatches

Golden Path

Trial Adopt

Assess

Develop

Source control and
tools

Code templates
Scaffolding for
microservices

Skynet

ChatOps and automation

Plugins

Build libraries

Yack

Documentation

Code templates
Market-specific
scaffolding

Build

Continuous integration

Deploy

Continuous delivery

Spinnaker

Travis CI
Continuous integration

Continuous delivery
pipeline

Artifactory o
X Kubernetes abstraction
Artifact store
layer
: Rudder
Quahty Gate Multi-cluster

Code quality checks

orchestration and API

Cloudformation

Deploy Infrastructure as
code

Jenkins
Continuous integration

Jenkins
Continuous delivery

SonarQube
Code quality checks

GitHub Actions

Continuous delivery

GitHub Actions

Continuous integration

Argo CD

Continuous delivery

Terraform
Deploy infrastructure as
code

Run

Cloud compute

SCHIP

Multi-cluster managed
Kubernetes

GSN

Network connectivity

EC2

AWS compute instances

EKS
AWS Kubernetes

EKS
Multi-cluster EKS

Monitor

Observability

Grafana Cloud
Prometheus and Grafana
SaaS

Grafana Loki
Log aggregation SaaS

Alert Gateway
Incident management and
response

E(L/F)K

Custom logging

Accelerate

Elite DevOps delivery

Ledger

Engineering insights

Platform portal

Customized developer
experience

Secure

Security

Vulcan
Vulnerability monitoring

39



Transparent migrations

On the platform

2

developers for a month

250

Off the platform

180

pull requests

40

repositories developers
4 N
20« 60+
less effort reviewers
_ J

40
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Public Cloud

Tenants

Code repositories in .
GitHub GitHub

Continuous
integration

l— Travis Cl — Quality Gate

. Build reports, quality
Artifactory checks, metrics

Repository for library Spinnaker Rudder

artifacts and
Infrastructure as

container images Opinionated
continuous code with AWS
delivery CloudFormation

Multi-region and

multi-cluster
Kubernetes runtime SCHIP

with integrations

Public cloud for

platform
components and AWS

tenant accounts

41
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Public Cloud

Code repositories in
GitHub

Continuous
integration

Opinionated
continuous
delivery

Multi-region and
multi-cluster
Kubernetes runtime
with integrations

Public cloud for
platform
components and
tenant accounts

GitHub

Travis ClI

Spinnaker

SCHIP

AWS

Rudder

Tenants

Grafana

Default solution for
operational metrics
and logs

42



Platform hub

Web site for platform
resources, tools,
support and
documentation

Out-of-the box
engineering metrics
and cost tracking

£
£
o
=
=
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o
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£
£
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(&]

Ledger

Public Cloud

Code repositories in
GitHub

Continuous
integration

Opinionated
continuous
delivery

Multi-region and
multi-cluster
Kubernetes runtime
with integrations

Public cloud for
platform
components and
tenant accounts

GitHub

Travis ClI

Spinnaker

SCHIP

AWS

Tenants

Slack

A

Rudder

Skynet

Automation bots
reduce toil on
commonplace

activities

ChatOps commands
to automate
commonplace tasks
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Public Cloud

Multi-region and

multi-cluster

Code repositories in
GitHub

Continuous
integration

Opinionated
continuous
delivery

Kubernetes runtime
with integrations

GitHub

Travis CI

Spinnaker

Rudder

SCHIP
AWS
Account

N1

! SCHIP
i Kubernetes
! Cluster

SCHIP
Kubernetes
Cluster

SCHIP
Kubernetes
Cluster

Route 53 DN

Tenants

-@

Internet
Gateway

Internet

ad

44



Te na nt Tenants
P rOVi S i O n i n g Code repositories in

GitHub GitHub

Continuous .
integration Travis Cl
Opinionated
E Multi-region and CO“;'";!O“S Spinnaker Rudder
o multi-cluster CEY
w Kubernetes runtime
o with integrations l
--. "/ — .
g SCHIP , !
£ AWS F AWS Region :
o Account | i
o ] |
: VPC :
| |
1 1
1
| SCHIP Cluster SCHIP Cluster SCHIP Cluster !
1
1 1
i tenant-pro tenant-pro tenant-pro i
i tenant-pre tenant-pre tenant-pre i
1 1
! tenant-dev tenant-dev tenant-dev !
| |
1 1
1 1

= |

Public Cloud



Application Tenants
Set u p Code repositories in GitHub

GitHub

A

Productivity

qualityGate:
JIRA:
enabled: true
reviewers:
minRequiredApprovals: 2
codeAnalysis:
—— Quality Gate Skynel enabled: true
lowsLimit: 0
mediumsLimit: 0
highsLimit: 0
Build reports, quality h spamThreshold: 10
checks, metrics reduce toil  qyerage:
commonple gnapled: true
activities  4cceptedDeltaPercentage: 1

Automation |

reviewersRaffle:
strategies:
- default:
size: 2
type: knowledge

tricklerDowner:
enabled: true
updateGradleWrapper: true
SCHIP autoMerge: false
AWS

Account

£
=
(=]
(=4
k=
L
o
c
o
£
£
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o

Public Cloud




Application Tenants
Set u p Code repositories in GitHub

GitHub Deployment

version: 3

healthchecks:
liveness:
initial_delay_seconds: 120
http:
path: /path/to/liveness
readiness:
initial_delay_seconds: 120
http:
path: /path/to/readiness

ports:
- protocol: http

name: http
Spinnaker Rudder port: 80

target_port: 8080
Opinionated
continuous replicas:
delivery minimum: 1
maximum: 1

£
=
(=]
(=4
k=
L
o
c
o
£
£
=]
o

resources:
limits:

SCHIP cpu: 0.1

AWS memory: 0.5Gi

Account requests:

cpu: 0.1

memory: 0.5Gi

aws
Public Cloud 47




Application
Setup

£
=
(=]
(=4
k=
L
o
c
o
£
£
=]
o

Code repositories in .
GitHub GitHub

\—> Spinnaker

Opinionated
continuous
delivery

SCHIP
AWS
Account

Public Cloud

Tenants

Pipeline

schema: "1"
source: .../paas-v2-general-template.master.yml
metadata:

name: "app"

owner: "foo"

variables:
- name: deployToDev
type: boolean
defaultValue: false

- name: deployToPre
type: boolean
defaultValue: false

- name: deployToPro
type: boolean
defaultValue: true

- name: tenant
type: string
defaultValue: "foo"

- name: kubernetesObjectsName
type: string
defaultValue: "app"

- name: region
type: string
defaultValue: "eu-west-1"

-name: ha
type: boolean
defaultValue: false

48



Application
Setup

SCHIP Cluster A SCHIP Cluster B

Public Cloud

SCHIP Cluster C

Code reposn%rilte:L:E GitHub
£
: | i o | oo
© Spinnaker Rudder ‘
o 00 B
c
o 1
1 1
g
© I
1
SCHIP ¥
AWS foo-pro
Account
o foo-pre Route 53 DNS
@
Q.
(%]
Q
= foo-dev
©
zZ

Tenants

Pipeline

variables:
- name: deployToDev
type: boolean
defaultValue: false

- name: deployToPre
type: boolean
defaultValue: false

- name: deployToPro
type: boolean
defaultValue: true

- name: tenant
type: string
defaultValue: "foo"

- name: region
type: string
defaultValue: "eu-west-1"

-name: ha

type: boolean
defaultValue: false

app.foo-pro.cluster-b.schip.io 100
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Application
Setup

Code repositories in

SCHIP Cluster A

Public Cloud

SCHIP Cluster B

SCHIP Cluster C

GitHub GitHub
£
o e o
= .
© Spinnaker Rudder B
o
c
: = :
E I
o : )
1 1
SCHIP ¥ v
AWS foo-pro foo-pro
Account
8 foo-pre foo-pre Route 53 DNS
3
Q.
%]
Q
= foo-dev foo-dev
©
pd

Tenants

Pipeline

variables:
- name: deployToDev
type: boolean
defaultValue: false

- name: deployToPre
type: boolean
defaultValue: false

- name: deployToPro
type: boolean
defaultValue: true

- name: tenant
type: string
defaultValue: "foo"

- name: region

type: string

defaultValue: "eu-west-1"
-name: ha

type: boolean
defaultValue: true

app.foo-pro.cluster-b.schip.io 50

app.foo-pro.cluster-c.schip.io 50
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Architectural Tenants
g I u e Code repositories in GitHub

Adevinta's GitHub Enterprise

ChatOps commands

Slack to automate
common place tasks

Jira Ent . Project and ticket
Ira ENTErprisé management

£
=
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Out-of-the box
engineering metrics Ledger
and cost tracking

A 51



Engineering
insights

£
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o
£ Devhose
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Out-of-the box
engineering metrics
and cost tracking

Ledger

Tenants

& Common Platform Applications ~ Products v @D @

1May 2022 - 31 May 2022

eam: engprod organizatio vs 31 Mar 2022 - 30 Apr 2022
a elerate fo a 0 a 0 @ High performance
Frequency |Elite 212%
Lead tim: i Failure rate i or 5
5 35/week - 175 total
vs 31/week - 156 total 25hr 45min 1.711% 0

—— iMay-31May - 31 Mar-30 Apr
Develop

Showing 1 - 10 of 175 deployments Highest lead time
Deployments Pull requests Commits Contributor Lead time
> #b71ef9 [Auto] Bump ies from contai i dv_jvm11 to 0.18 (. ns <9 2 service-engprod 672hr 31min
spt-engprod/test-tis T 27/05/2022
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Let's have a look
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Our journey and lessons learned

2077

Create a platform
services team to
consolidate
infrastructure and
software
development services

2018

Create a Golden Path
with tooling already
provided globally to
the organization

2019

Nail the MVP with a
focus on automated
self-service
onboarding on the
Golden Path but with
enough escape
hatches to enable

L

b teams to keep
desired capabilities

2020

Enhance the
developer experience
with a developer
portal to help product
teams unfamiliar with
the new technologies

[

2021

Scale the platform
with multi-cluster
Kubernetes and
refined insights

2022

Modernize and
consolidate the
platform capabilities
while enabling other
teams to extend and
build on top
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Let's recap
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Thank you
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