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TOPICS

• simple tree game (tree search, mini-max) 

• noughts and crosses (perfect information, game theory) 

• chess (forward/backward and alpha/beta pruning) 

• go (monte carlo tree search, neural networks)
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I WANNA PLAY A GAME…

• tree-structure 

• you always start 

• highest score wins
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DEPTH: N=1
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DEPTH: N=3
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MINIMAX

• minimise the maximum score (when it is the opponents turn)  

• maximise the minimum score (when it is our turn) 

• this simulates ‘perfect play’
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DEPTH: N=3
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DEPTH: N=3
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DEPTH: N=3
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SIMPLE TREE GAME

• branching factor: 2 

• game depth: 3 

• perfect information
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PLAYING A GAME
using the computer
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• a way to generate all (valid) moves (create the tree) 

• a way to evaluate nodes 

• a way to pick a path in this tree



NOUGHTS AND CROSSES
butter, cheese and eggs?
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NOUGHTS AND CROSSES
butter, cheese and eggs?
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NOUGHTS AND CROSSES
butter, cheese and eggs?
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• bottom nodes have values:  
  win:    1 
  tie:      0  
  lose:  -1



NOUGHTS AND CROSSES

• branching factor: 5 = (9+8+7+6+5+4+3+2+1)/9 

• depth: max 9 moves 

• removing symmetries there are 138 terminal positions  
                                             x wins 91 times, O wins 44 times, 3 draws

butter, cheese and eggs?
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THE GAME OF CHESS
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CHESS
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'PERFT'

@royvanrijn



CHESS

• no perfect information 

• how do we evaluate a node? 

• count the pieces 

• evaluate piece positions/liberties

@royvanrijn



HORIZON PROBLEM



PRUNING

• we need to cut back the tree 

• forward pruning: risky 

• backward pruning: safe
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FORWARD PRUNING

• if a move is too bad: stop evaluating 

• if a move is too good: stop evaluating

@royvanrijn



ALPHA/BETA PRUNING
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ALPHA/BETA PRUNING
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ALPHA/BETA PRUNING
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ALPHA/BETA PRUNING
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ALPHA/BETA PRUNING
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PLAYING CHESS
using the computer
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• a way to generate all valid moves -> chess engine 

• a way to evaluate nodes -> count pieces 

• a way to pick a path in this tree -> alpha/beta search



CHESS

• average branching factor: 35 

• average game depth: 40-50 moves 

• evaluation function: relatively easy 

• advanced chess A.I. can look 20+ moves ahead

@royvanrijn



THE GAME OF GO
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ABOUT THE GAME

• board: 19x19 

• black and white stones 

• surround and capture areas
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COMPLEXITY OF GO

• first problem: branching factor: +/- 250 

• second problem: game depth: 300+ moves 

• third problem: evaluation function: …….
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COMPLEXITY OF GO

1.74 x 10172 
( larger than the amount of atoms in the entire universe )
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MONTE CARLO TREE SEARCH

@royvanrijn



MONTE CARLO TREE SEARCH
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MONTE CARLO TREE SEARCH

• pick a node 

• play (semi-) random moves to the end  
(as often as possible) 

• this gives a strong indication of the strength
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EXPERTS IN 2015:

 
"it will probably take 10 to 15 years before a 
computer can beat a professional go player"

@royvanrijn



@royvanrijn



@royvanrijn



NEURAL NETWORK

a neural network is a computer model designed to simulate  

the behaviour of biological neural networks
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DEMO TIME
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http://playground.tensorflow.org/
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MORE INFORMATION

• TensorFlow (https://www.tensorflow.org) 

• deeplearning4j (https://deeplearning4j.org/) 

• Caffe, Torch, Theano, etc

https://www.tensorflow.org
https://deeplearning4j.org/
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NEURAL NETWORKS IN ALPHAGO

• convolutional neural networks 

• learning is supervised 

• has hidden 13-layers
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#1 SUPERVISED LEARNING POLICY NETWORK

• 30 million amateur matches 

• goal: predict the next move 

• result: 57% correct

@royvanrijn



#2 REINFORCED LEARNING POLICY NETWORK

• copy of supervised network 

• new goal: predict the *BEST* move 

• network played itself 1.2 million times (took one day) 

• plays pachi and wins: 85% of the time (without search!)
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#3 FAST ROLLOUT POLICY NETWORK

• the reinforced network is slow: 3ms 

• too slow for monte carlo search  

• this is smaller, but faster: 2μs 1500x
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#4 VALUE NETWORK

• trained using the same 30 million games 

• predicts the winner based on current board 

• initially had error of 0.37 (0.5 is random) 

• after self-play error came down to ~0.23
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#4 VALUE NETWORK

• testing the value network 

• for a given board, generate all moves 

• for all moves, evaluate and pick the best next move 

• beats the strongest known A.I. still without tree-search (!!)
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COMBINING ALL THE PIECES

• use policy network to look at the current best moves 

• for those moves, use the value network to double check 

• use fast rollout network for monte carlo tree search
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THE CHALLENGE

• Lee Sedol: The best Go player of this decade 

• Best of 5 games wins 

• Winner gets $1,000,000.-

@royvanrijn



THE CHALLENGER

• distributed AlphaGo: 

• 1202 CPU’s 

• 176 GPU's
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GAME 1, MOVE 102
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GAME 2, MOVE 37
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European champion Fan Hui: 

“It’s not a human move.  
I’ve never seen a human play this move, 

so beautiful.” 



GAME 4, MOVE 78
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Gu Li (Lee’s archrival): 

“this move was made with the hand of god.” 



RESULTS
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AlphaGo 4 - Lee Sedol 1 
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nobody taught AlphaGo what a good or bad move is 

nobody programmed an evaluation function for AlphaGo 

AlphaGo isn’t an expert system
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AlphaGo learned by watching others and self-play 

 
using general machine learning techniques  
to figure out for itself how to win at Go…
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as a response to the success of AlphaGo, 
South Korea announced on 17 march 2016 that it 

would invest $863 million in artificial-
intelligence research over the next five years.



@royvanrijn



@royvanrijn

•AlphaGo Zero versus AlphaGo: 100 - 0 

•Superhuman abilities for: chess, shogi 

•protein folding: AlphaFold 

•starcraft:          AlphaStar 

•Ultimate goal: DeepMind Health…



don’t forget to vote

follow me on twitter: @royvanrijn 

website: http://www.royvanrijn.com
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questions?

http://www.royvanrijn.com

