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A	computer	would	deserve	to	be	called	
intelligent	if	it	could	deceive	a	human	into	

believing	that	it	was	human.		
	

-	Alan	Turing	-	
	

Machine Learning  
 

The field of study that gives computers 
the ability to learn without being 

explicitly programmed 
 

-	Arthur	Samuel	-	
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Supervised learning 



Algorithms Supervised learning 
Classification Regression 
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Algorithms Supervised learning 
Classification Regression 
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Neural networks 



Neurale networks 



Deep learning 



Inception 
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Frameworks providing trained models 

•  Google Cloud Machine Learning Engine 
•  IBM Watson Machine Learning 
•  Microsoft Azure Machine Learning 
•  Apple Core ML 
•  Caffe2 Model Zoo 
•  and more … 



Unsupervised learning 



Algoritmen unsupervised learning 

Clustering	
	Find	simular	instances	

Anomaly	detec;on	
Find	unusual	instances	

Associa;on	discovery	
Find	feature	rules	

Features	Instances	



By	chire	@	wikimedia	









Reinforcement learning 
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Demo reinforcement 





ML applied in everyday 
life 















How to get started 



Getting started 
APIs for pretrained models 
 
•  Google Cloud ML Engine 
•  IBM Bluemix 
•  Microsoft Azure ML 
•  Apple Core ML 
•  and more … 

Build your own 

1.  Learn python 
2.  Install python notebook 
3.  Try the online guides 



Machine learning libraries 
•  Tensorflow (TFLearn, Keras) 
•  Torch (Lua) 
•  Theano (Python) 
•  Deeplearning4j (Java) 
•  Caffe2 (Python) 



Data analysis 
•  Frame the problem (what do you want to solve?) 
•  Look at the bigger picture  

 (what happens before and after this?) 
•  Check assumptions 
•  Visualize! 



Future 



“There is a tiny rubber thing that is 
the same colour as the large cylinder; 

what shape is it? 



Resources – online frameworks 
•  Google Cloud ML: https://cloud.google.com/ml-engine/  
•  IBM Bluemix: https://console.ng.bluemix.net/ 
•  Microsoft Azure ML:  

https://azure.microsoft.com/en-us/services/machine-
learning/ 

•  Apple Core ML: https://developer.apple.com/documentation/
coreml 



Resources – build your own 
Libraries: 
Tensorflow:  https://www.tensorflow.org 
Pyhon:  https://docs.python.org/3/ 
NumPy:  http://www.numpy.org/ 
Pandas:  http://pandas.pydata.org/ 
SciKit-learn:  http://scikit-learn.org/stable/ 
 
Utilities: 
Demo site:  http://playground.tensorflow.org/ 
Good hands-on (Aurélien Geron):  https://github.com/ageron/handson-ml 
 



Resources 
Miscellaneous: 
 
• ImageNet: http://www.image-net.org/ 
• OpenAI: https://openai.com/ 

• Open AI Gym: https://gym.openai.com/ 
• Genetic Algorithm Walkers: http://rednuht.org/genetic_walkers/ 



Questions? 


